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Abstract

To recognize face sketch through face photo dataisas challenging task for today’s researchersaBse face photo imag
in training set and face sketch images in testeighave different modality. Difference between tfi&oe photos of differece
person is smaller than the difference between samsopén a face photo and face sketched. In thigpdpr reduction of te
modality between face photo and face sketch we lfiieg face photo and face sketch images in a dievension using 2[
DiscreteHaar wavelet transform with scale 3 followed byegative approach. After that, extract features ftoeemsformec
images using Principal Component Analysis (PCA)erEhafter, we use SVM classifier anc-NN classifier for bette
classification. Our propesl method is experimentally verified by its robesth against faces that are captured in a

lighting condition and in a frontal pose. The expemt has been conducted with 100 male and feragke images as trainir
set and 100 male and female faketsh images as testing set collected from CUHIMiimg and testing cropped photos ¢

CUHK training and testing cropped sketches.
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1. Introduction

Face recognition from still images and video segasnis
emerging as an active research area over last &% yeth
numerous commercial and law enforcement applicati@ce
recognition systems can be used to allow access tATM
machine or a personabmputer, to control the entry of peoj
into restricted areas, and to recognize peopl@étific area:
(banks, stores), or in a specific database (pokcerds) [1]
But in recent years face sketch recognition haimecar
active research area for ggneers and scientist because
most cases the face image of a suspect is notalaiin the
police records, than the best substitute is ofteskatch
drawing based on the recollection of an eyewitnés
important, but sketch images are much differeamparec
with original face photos in texture and shape.ré&fwre, it is
difficult to match sketches and photos in the samoglalities
because they arebelong in two different modalit&s Thus,
automatically searching a potential suspect throagbhdto
database using a sketch drawing becomes impottaatn not
only help police locate agroup of potential suspebtt alsc
help the witness and the artist interactively todifyo the
sketch during drawing basexh similar photos retrieved [2,
4,5, 6,7, 89]. However, due to the great difference betw
sketches and photos and the unknown psycholo
mechanism of sketch generation, face sketch rettognis
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much harder than normal face recognition based looto
images.

To recognize a face skt through photo database, it
necessary to reduce the modality difference betwieee
photo and face sketch images. Every face recogn#jsternr
need to perform mainly three subtasks: face detecfeature
extraction and classification. But face ke recognitior
system through face photo database need to penfoaimly
four subtasks: face detection, modality reductiéegture
extraction and classification. In this paper, wevd
concentrated on three subtasks: modality reductieature
extraction and classification. For modality reduction, it
necessary to bring all the face images in trairsagand al
the face sketch images intesting set toward the
dimension. We have used efficiently computable 2§zréte
Haar transform at scale 3 aadegativeapproach for modal
reduction. We add an integer () to everyimageesting set tc
get better result of modality reduction on new disien.
After that, we directly applied Principle Compondrialysis
on newly dimension images for dimensibtyareduction or
feature extraction. At last, SVM and KN classifiers haw
been used for classification or recognition taskhe
experiment has been conducted with 100 male andhl&
face images as training set and 100 male and fefaak
sketch imagess testing set collected from CUHK traini
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and testing cropped photos and CUHK training arsfirtg
cropped sketches.

The paper is organized as follows. Section 2, lisessurvey
on previous re-search that is most closely relatedhe
present work and finds out problems. This is fokowby a
detailed description of the proposed system follawsection
3. Experimental results are presented in sectionFhally,
Section 5 ends the paper with several conclusioasrfrom
the design and the work with the proposed system.

2. Related work

using wavelet transform followed by negative appma
dimensionality reduction or feature extraction gsprinciple
component analysis (PCA) and recognition task.

3.1 Preprocessing

Before extraction of the features from face photal face
sketch we have done some preprocessing task. $nsthp,
photos are in color, first converted the RGB catogray level
and all the face photos and face sketches arestksiith the
dimension of 50 x 65 pixels. Fig.1 shows (a) camage, (b)
corresponding gray image, (c) corresponding resineage.

There was only limited research work on face sketdg.2 shows (a) a face sketch, (b) correspondisged face

recognition because this problem is more diffi¢héin photo-
based face recognition and no large face sketchbdae is
available for experimental study. Methods directiging
traditional photo-based face recognition technigeesh as
the eigenface methods [3] and the elastic graphchiray
methods [4] were tested on two very small sketcta dats
with only 7 and 13 sketches, respectively. In [6], [a face
sketch synthesis and
transformation was proposed. In [7] proposed aineal face
sketch synthesis and recognition method. It folldwhe
similar framework as in [5] [6]. The drawback ofigh
approach is that the local
independently at a fixed scale and face structimekarge
scale, especially the face shape, cannot be veghéel. In [8],
[9] proposed an approach using an embedded hiddekadv

model and a selective ensemble strategy to symihesi

sketches from photos. The transformation was ghgtied to
the whole face images and the hair region was drduln
[2], proposed a face sketch synthesis and recogrégpproach
based on local face structures at different scalmgua
Markov Random Fields model. But the drawback of th
approach is that it requires a training set coimgirphoto-
sketch pairs. In [10], proposed an example-basegl ¢artoon
generation system. It was also limited to the @n@wings and
required the perfect match between photos anddiagings
in shape. These systems relied on the extractidacef shape
using face alignment algorithms such as Active Agvpece
Model (AAM) [11]. These line drawings are less eegsive
than the sketches with shading texture.

3. Proposed Approach

Recognition of face sketch images through face @h
database is a difficult task compared with normatef
recognition. Because face sketch and face photogema
belongs to different modality. Thus, to recogniZaee sketch
we have first tried to reduce the modality diffezerbetween
face photo and face sketch which isthe most impogart in

face sketch recognition system. After that, feaure

recognition system using eigen

patches are synthesized

sketch.

D~ De-2
() (b) (©)
Fig.1(a) original color face photo (b) correspordgray face photo (c)
corresponding resized face photo

Fig. 2 (a) original face sketch image (b) corresiiog resized image

3.2 Modality Reduction using 2D Discrete Haar Transform
followed by Negative Approach

Main problem to recognize a face sketch image tjnoiace
photo database is the modality difference. Forcedn of the
modality between face sketch image and face phapbgy;, we
bring both types of images toward new dimensionubing
2D Discrete Haar Transform followed by negative rapgh.
In this work, first 2D Discrete Haar Transform (DHTS
applied on face photo and face sketch at scalea the

consider only diagonal coefficient. After that, adge image

d'§calculated from diagonal coefficient images usitige

equation-1 and equation-2. At last, to improve tesult of
modality reduction on new dimension, an integeriggdded
to every sketch image. This section is divided thiee parts:
2D Discrete Haar Theory, Haar Transform on facet@lamd
face sketch, and negative approach.

3.2.1 2D Discrete Haar Theory

extracted from newly dimension face photos and fagg,, dimensional discrete Haar Transform is just

sketches. After extraction of features, SVM and K-N
classifiers have used for classification. We hawgddd this
section into four parts: preprocessing, modalitgucaion

composition of the one dimensional discrete Haan$form
twice in row direction and columns respectivelyetIC be a
M x L matrix. Also letH™" andG™" be the same matrix as
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LL; | LHs

H and G but operate on every row of ¢, andH&t’ andG° A TR Y2 | Lk,
be the same matrix as H and G but operate on eadtuynn of HL, HH,
c. Now for simplicity, assume c is always a squagrix that HL, HH,

has 2 rows [12]. Given J, N N with J < N and a matrb@ _ Fig. 4 Decomposition structure at scale 3 for fslaetch image

{cm,m)}N2,. For X j < J, define the 2"/ x Hﬁ
2N~Imatrices;, df, d}', d by ﬁﬂ
¢ = HOH™" ¢y, 'I

v _ rcolgrow

di = G“"H™"¢;_4,
h _ pcol ~row

dl = H'G™¢;_,,
d _ colnrow

d] =G G Cj_]_‘

Fig. 5 Coefficients at scale 3 for face image

11 - 00
Where H%( : : )and :!
00 - 11 I.
1 1 f 1 . 00 ..
G :E< : : )

00 - 1-1
3.2.2 Haar Transform on face photo and face sketch
In 2D Discrete Haar transform initially decomposeimage
into four components: approximated image (LL), the

horizontal details information (LH), the verticaletdils Fig. 6 Coefficients at scale 3 for face sketch imag
information (HL) and the diagonal details infornoeti(HH).

Among this four components diagonal details infaiora of
an image is the most balanced. In this work, 2D DT
applied at scale 3 on face photo and face sketelgesito get

concise result and consider only diagonal coeffice every @) ®) © )
image in training set and testing set which are paw Fig. 7 (a)-(d) diagonal coefficients of face photos

dimension images. In mathematics an image can be
represented by a functiffx, y). In this work, letf (n, m) and
gn,m)is face photo and face sketch respectively. After
applying 2D DHT at scale 3 andconsidering only diz)

coefficient, f(n,m) andg(n, m) can be expressed Agn, m) @ - () - © (d)
andg'(n, m) where, Fig. 8 (a)-(b) diagonal coefficients of face sketeh

f'(n,m) = HH*andg (n,m) = HH. 3.2.3 Negative Approach

After considering the diagonal coefficient for faglkoto and
face sketch images, to improve modality reductiegative
image is calculated and an integer (I) is addet eitery face
sketch image. Negative image is calculated for fawato and

Fig.3 and Fig.4 are showing the decomposition &tirecfor
face photo and face sketch image and Fig.5 ané Blgpwing
the coefficients at scale 3 for face photo and faketch

image. . . face sketch using the equation-1 and equation-2 laml
,:LL3 ,:HHg LH? | calculated using the equation-3.
HL HH? ’ ,
HL® HH’ ~f (n,m) = 255 — f (n,m) €Y)

Fig. 3 Decomposition structure at scale 3 for falceto
~g'(n,m) = 255 — g'(n,m) 2)
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Fig. 9 (a)-(b) negative image of two face photo
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Fig. 10 (a)-(b) negative image of two face sketotresponding to the above
two face photos
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Fig. 11 (a)-(b) negative image after adding | oo tbove face sketch

3.3 Dimensionality Reduction or Feature extraction Using
Principle Component Analysis (PCA)
After bringing face photo and face sketch imagegatd new

dimension, we have applied PrincipalComponent Asialy

(PCA) for feature extraction. We have applied PGAa
straight forward way. The steps for features exiwacare as
follows:

Step 1:0Obtain M training imagds, I, ....., ;.

Step 2: Represent each imdgeas a vectdt. If images
areN x Mmatrices, which can be represented Nas x
1dimensional vectord; = (xq, X5, -, Xym)

Step 3: Center the training images by subtractiegmeann;
from each of the training image vedtfor

I =1 —m
MN
1
e _szj
=1

Step 4: Mean centered image vectors are now coithisiae-
by-side, to create a data matrix Q of si& x M(M is a
number of training images).

Step 5: Find the covariance matrix C:

C=QQ"
Step 6: Calculate the eigen values and correspgnreigen
vectors from the covariance matrix C by the equmatio

CV =AV
Where V is the set of eigen vectors associaiduthve eigen
valuesA.
Step 7: Order the eigenvectory,€V according to their
corresponding eigen values € Afrom high to low. Keep
only the eigenvectors associated with non-zeroneigdues.

Step 8: Each of the centered training imafjes projected

into the eigenspace. To project an image into thenspace,

we have calculated the dot produgtof the centered image
with each of the ordered eigenvector.

X, =V".T,
Step 9: Each test image is also first mean centdred
subtracting the mean image, and is then projeaténl the

same eigenspace defined by V.

3.4 Recognition Task

After extraction of features from training and tesages, we
have used K-NN classifier with Mahalanobis distance
measure and SVM classifier for classification or¢oognize
probe face sketch. The steps to recognize a qaegy sketch
are as follows:

Face photo images and face sketch images are first
brought to the new dimension using 2D Discrete
Haar Transform followed by negative approach.

ii. Then we have applied Principal Component Analysis
(PCA) for dimensionality reduction or feature
extraction from face photo and face sketch images.

iii. After extraction of features from face photo andefa
sketch images, we have used K-NN classifier with
Mahalanobis distance measure and SVM classifier
with linear kernel function for -classification or
recognition of query face sketch image.

4. Experimental Results

In this phase, we provide our experimental resilis. have
divided our experimental result into two parts. Thist one
show the results for modality reduction and theosdcone
shows the result for recognize faces correspondinghe
guery face sketch images.

4.1 Experimental Result for Modality Reduction

For modality reduction, we have used 2D DiscretearHa
Transform followed by negative approach. We hawtetd
this approach on 100 male and female face phottsiiming
dataset and 100 male and female face sketch iniagesting
dataset. The training and testing images are detleérom
CUHK training and testing cropped photos and CUHK
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training and testing cropped sketches dataset. &ve hised TABLE-I. SIMILARITY MEASURE BETWEEN ORIGINAL PHOTO-

Root Mean Square Error (RMSE) for performance eatéin
of modality reduction between face photo and faketch
images as given by equation-4. In table-1, we coethbdhe
similarity measure between original face photo dade
sketch and the corresponding new dimension fac¢opéod
face sketch images by giving the Root Mean squarer Eor

each pair of face photo and face sketch showsginl2 and
fig. 13. Fig. 12 shows some pair of face photo fane sketch

images collected from CUHK training and testing pped

photos and CUHK training and testing cropped slaxch

dataset. Fig. 13 shows corresponding new dimensiages.
RMSE

\/zéilzﬁ-V:l[F(i,j) — SN
- M*N

(4

Where F is the face image and S is the sketch image

@ RGN
Fig. 12 original pair of face photo and face sketohges
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Fig.13 corresponding new dimension face photo and $ketch pairs

SKETCH PAIRS AND NEW DIMENSION PHOTO-SKETCH PAIRS

. RMSE for original RMSE for
Pair )
face photo and facg corresponding new
no. X ; ) ;
sketch pairs dimension pairs

a 5.9161 2.7131

b 21.6102 12.8473

c 15.1658 8.1123

d 23.4307 9.5127

e 19.5959 7.3124

f 10.9211 4.1658

g 6.3246 1.8298

h 8.5440 2.4421

4.2 Experimental Result for Recognize a face sketch

In this section, we have given the recognition rafeour
system and compared our method with two other nastho
After extraction of features from new dimension gea using
Principal Component Analysis (PCA), we have applied
well known K-NN classifierand SVM classifier in #raight
forward way for recognition of query face sketchage. Our
method significantly good for*imatch in comparison with
other two methods. Table-2 shows the matching péage of
the first five ranks of three methods. In table-2 eompare
our proposed method with two methods: Nonlinear eFac
Sketch Recognition [7] and Sketch Transform MettibH
The ' match for Sketch Transform Method is no more than
80% and the L match for Nonlinear Face sketch Recognition
is no more than 90%. Our method greatly improves Th
match to 93%.

TABLE-Il, CUMULATIVE MATCH SCORES OF FOUR METHODS

Rank 1 2 3 4 5
Sketch
Transform 71.0 78.0 81.0 84.0 88.0
Method
Nonlinear
face sketch 87.7 92.0 95.0 97.7 98.3
recognition
New
dimension
+PCA+ K-
NN
New
dimension
+ PCA +
SVM

91.4 93.0 93.5 94.1 95.4

93.0 94.2 96.7 97.0 97.1

5. Conclusion

In this paper, we have proposed a novel methoddognize a
face sketch, based on modality reduction. Thigffergént and
difficult than face photo recognition because faaes much
different from sketches in terms of color, texturand
projection details of 3D faces in 2D images. Toogtze a
face sketch image through face photo database awe first
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brought training and testing images toward the damension
and then features are extracted from new dimensiages
using Principal Component Analysis (PCA). FinalksNN

and SVM classifiers have been employed to recogpinbe
face- sketch through face photos database. To atalithis
new approach, the approach was tested using CU&lKirg
and testing cropped photos and CUHK training arsfirtg
cropped sketches dataset. In our system, faceksksthe
input image and output is five face images whicé hest
matching with input image. Curvelet based featuteaetion
may be employed in future for finding better featur
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